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ABSTRACT. In this work, a simulation of the discharge growth between parallel-
plate electrodes is built up based on various computation techniques. The con-
tinuity equations of different particle species existing in the discharge are
solved by the characteristic method. The electric field is evaluated by a disc
method and one dimensional Poisson’s equation. Excited atoms or molecules
and photons due to photoionization process is also included. The secondary
electrons due to u.v. light, positive ion and delayed and/or undelayed photon
cathode bombardment are evaluated. In this respect various computation tech-
niques led to select the most accurate method used in the discharge simulation
which enables the discharge to be traced to later stages. The total gap current
and breakdown time are discussed. N2 gas is implemented in gap to study the
discharge growth using various computation techniques.

1. Introduction

The study of the discharge growth before the occurrence of the breakdown under apply-
ing high voltage is a significant subject from the electrical engineering point of view,
because such phenomena may occur naturally within the insulation system in the high
voltage equipment. Much efforts have been made to study the discharge growth experi-
mentally and theoretically. The theoretical method is preferred since it has low cost and
certain assumptions may be considered to simplify the solution. The theoretical study is
performed by numerically solving the continuity equation of various particle species ex-
isting in the discharge cylinder taking into consideration field distortion due to the space
charge effect. They hybrid method of characteristics was developed [1] to trace the space
and time of the ionization growth under important space charge effect. This method,
where continuity equations for electrons and ions are integrated along the characteristics
curves, has real advantages and has been used by several authors[2,3,4]. The time inter-
val of this method has been improved[5,6].
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As the ionization grows between parallel-plate electrodes, the field distortion takes
place due to the space charge of ions and electrons generated by the collisional ioniza-
tion processes. The one dimensional form of Poisson’s equation is used in the computa-
tion of space-charge distortion of the electric field[1,5,7,8]. The Poisson’s equation as-
sumes that the electric flux passing through the sides of the discharge is negligible
compared to that reaching the cathode and anode[1,9]. To overcome this assumption, the
disc method is developed to save computing time and to give the axial field distribution
to a high degree of accuracy[9,10]. In this method the discharge is divided into discs to
calculate the charge at any electric field point. With the appropriate infinite series of
discs, the image charge can be obtained by repeated reflections in the electrodes[10-12].

The influence of secondary ionization processes which occur at the cathode is neces-
sary to specify the boundary condition of the equations at the electrode[2,6,13,14]. The
photoionization process which results from photons released from deexcitation of excit-
ed atoms is one of the secondary mechanisms. The excited atoms or molecules and pho-
tons are calculated by continuity equations which involve several excitation levels, exci-
tation coefficient of the levels and the absorption coefficient of photon from the
respective level [3,14-16].

In this work, discharge growth between parallel plate electrodes is simulated using
various computation techniques. The discharge is followed by solving numerically the
continuity equations of electron, positive ion and negative ion using a characteristic
method. The electric field is evaluated by the Poisson’s equation of one dimension and
the disc methods. Secondary electrons due to u.v. light, positive ion and delayed and/or
undelayed photon cathode bombardment are included. Photoionization processes are in-
cluded in the simulation based on solving the continuity equations of excited atoms or
molecules and photons. As a subsequence, the framework within this paper selects the
most accurate computation technique and applies it to the growth of the discharge to
trace the space and time of ionization growth under important space charge effects.

The simulation model is suitable for the two kinds of discharge. The first one is a uni-
form or a wide discharge, where the radius of the discharge is comparable to the elec-
trode radius. While the second discharge is a filamentary or a narrow discharge, where
the radius of the discharge is too small compared to the electrode radius.

2. Continuity Equations

The following basic differential equations[1-3] which relates the particle densities with
each other and with other discharge parameters (α, η), and govern the growth of dis-
charge may be derived by considering the rate of gain and loss of charged particles by
the elemental volume represented by the lamina of gas of thickness dx distance x from
the cathode, as shown in Fig. 1.
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(3)

where α is the primary ionization coefficient and η is the attachment coefficient. ne(x,
t), np(x, t), nn(x, t) are the electrons, positive ion and the negative ion densities (cm–3)
which are functions of distance x and time t. we(x, t), wp(x, t), wn(x, t) are the corre-
sponding drift velocities (cm/sec), which are functions of distance x and time t. Zp(x, t)
is a term due to photoionization process which is a function of distance x and time t.

The discharge is taken to be of constant radius with uniform particle densities over a
cross section, so that only one space dimension needs to be considered in the model.

The plus sign appears before the term axx (np(x, t) wp(x, t)) because the drift velocity

wp(x, t) is always considered positive and the positive ions are moving in the negative x-
direction[10].

3. Boundary Conditions

3.1 The Boundary Condition of the Gap Voltage

(4)

where E is the electric field and Vg(Vg = Vapplied) is the gap voltage which is deter-
mined by the characteristic of the external circuit (power supply and the circuit loads).
The integral part of equation (4) is evaluated numerically in the simulation at each itera-
tion corresponding to the time t and the computed voltage should be close to the gap
voltage Vg. The difference between the computed voltage and the gap voltage Vg repre-
sents the error in evaluating electric field.
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FIG. 1. Discharge gap configuration, Jo is photoelectric density.

∂
∂

η ∂
∂

n x t

t
x t n x t w x t

x
n x t w x tn

e e n n
( , )

( , ) ( , ) ( , ) – ( ( , ) ( , ))=



A.H. Mufti14

3.2 The Boundary Condition of the Positive and Negative Ions

np(d, t) = 0 (5)

nn(0, t)= 0 (6)

where np(d, t), nn(0, t) are respectively the positive ion density at the anode and the neg-
ative ion density at the cathode. In each iteration associated with a specified time t these
conditions should be satisfied.

3.3 The Boundary Condition of the Electron at the Cathode

I – Undelayed photon cathode bombardment

If the electrons are produced by the incident undelayed photon (generated photon at
time t) on the cathode, such process can be represented by including the following term
to the boundary equation of the electron[10]:

(7)

where γph is the probability of the electron emission by undelayed photon cathode bom-
bardment per ionizing collision in the gas.

It can be represented also as[2]:

(8)

where xxxxis the effective value of the cathode photoemission coefficient measured in

spatial growth experiments. ∆x, ∆t are respectively the spacing and time intervals in the
simulation. In this equation the characteristic method is implemented assuming that the
emission of photoelectrons is distributed uniformly. The cathode photoemission is relat-
ed to the effective value of this factor[2]:

(9)

(10)

It may be represented also as[1]:

(11)

The three above mentioned methods (i.e. equations (7), (8) or (11) are evaluated in
the computer program (simulation).
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II – Delayed photon cathode bombardment

Assume the photons have a delay time τph due to the finite lifetime of the excited
states. The effect on accumulated photon up to time t is considered by adding the fol-
lowing term to the electron boundary equation at cathode[10].

(12)

where γ′
ph is the probability of the electron emission due to the accumulated photons by

this process per ionizing collision in the gap.

III – Positive ion cathode bombardment

The electrons may be emitted from the cathode by the incidence of a positive ion.
This process is included by adding the following term to the electron boundary equation
at the cathode[6,10].

γi np(0, t) wp(0, t) (13)

where γi is the probability of the electron emission per incident ion. np(0, t), wp(0, t) are
respectively the positive ion density and the corresponding drift velocity at the cathode.

IV – Ultraviolet (u.v.) light cathode bombardment

The photoelectric current produced by the external light flash varies with the time ac-
cording to the relation[6,14]:

(14)

(15a)

where Io(t), Jo(t), no(t), we(0, t) are respectively the photoelectric current, the photoelec-
tric current density, the external generated electron density and the corresponding drift
velocity at the cathode. Ad , to are respectively the discharge area and the time constant
of u.v. light. Io(to) is the initial photoelectric current determined by the u.v. light (Io(to)

= 1.163 × 10–9 A[6,14]).

The spatial distribution of the avalanche profile at t = 0 is evaluated by the following
equations[4]:
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at E = Eo , αo is Townsend first ionization coefficient at E = Eo and m is a constant val-
ue determined by the u.v. light apparatus.

The general equation representing the boundary condition of the electron at the cath-
ode is:

(16)

where X1 is the term due to undelayed photon cathode bombardment which could be
represented by equation (7) or (8) or (11).

4. Characteristic (Hybrid) Method

As the discharge grows with time, the charged particle densities reach such values
that the resultant space charge is no longer negligible, to the extent that the electric field
distribution is not constant anymore. Accordingly, various ionization parameters and
drift velocities in the continuity equations (1-3) will vary in space and time. The equa-
tions are now highly non-linear and have no formal solutions so that it is necessary to
model the discharge by using numerical techniques on a digital computer. A number of
researchers[2-4,10,15] have developed a successful numerical method known as character-
istic or hybrid method based on one space dimension to follow the discharge growth be-
tween the two electrodes.

4.1 Simple Continuity Equation

Simple continuity equation can be used by ignoring the photoionization term Zp(x, t).
Thus equation (1) is reformulated as:

(17)

Here xxxxxxxxxxxxxxx represents the derivative evaluated in a frame of reference

moving with the electrons, that is along the characteristic curve ∆c as shown in Fig. 2
and defined by:

x – we(x, t) t = constant (18)

or dx – we(x, t) dt = 0 (19)

Equation (17) may then be integrated along ∆c, as follows:
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where ne(x, t), neo(x, t) are respectively the electron densities at the beginning and at the
end of the segment of the curve considered, and –α(x, t) is the effective ionization coeffi-
cient (–α(x, t) – η(x, t).
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Suppose the equation (20)  has been integrated up to time T and that the tables of all
the relevant quantities (ne, E, ..) have been listed at a set of mesh points as follows:

x = 0, h, 2h, 3h, ... Mh ≡ (21)

where h is the spacing interval value (∆x) in the simulation and M is the number of in-
tervals between electrodes, and it is required to calculate the quantities (ne , E, .. ) at the
same mesh points at some later time T + ∆t. Fig. 2 shows the mesh points at the two in-
stants of time. To calculate ne(x, t) at the point D′, for example, follow the characteristic
curves through D′  back to the earlier time T. As a first approximation (since none of the
variables have been determined at D′ ), assuming that the field at D′ is the same as that
at D. It would be possible to trace the characteristic curve back as a straight line to the
point F. When it reaches the line CC′, a new value for we(C″) has to be calculated
(equated to we at C for the first iteration), to allow for any possible curvature of the
characteristic. The coordinate of point C″ is evaluated by equation (19) as follows:

(22)

The evaluation of t1 is from equation (22), where we (C″) can be evaluated by apply-
ing linear interpolation between we(C′) and we(C). This process can be continued to the

point G. It becomes necessary to integrate –α(x, t) we(x, t) – xxxxxxxx in the exponent of

equation (20) along the characteristic curve ∆c and interpolate for neo(x, t) at G. The val-
ue of neo(x, t) at G is found by a 4-point interpolation routine between the neighboring
pivotal values (this is being replaced by a 3-point routine at the anode)[5]. The positive

FIG. 2. Characteristic curves traced out by electron and ions reaching point D′.
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and negative ions are treated similarly as described. However, the incremented move-
ment of the ions is about 1/100th of the distance moved by the electron. There is no
need to follow the same curvature of the characteristic, the positive ion’s characteristic
curve is D′H, while the negative ion is D′K.

4.2 Manipulation Near Cathode

The electron density at the cathode can affect the electron density at the next few
mesh points, as shown in Fig. 3. The characteristic through C′, for example can not be
continued back to meet the line t = T, since it meets the cathode at time greater than T.
Equation (20) is therefore modified so that the integral part is evaluated as far as A″, and
neo(x, t) is given the value of ne(x, t) at A″  by linear interpolation between the values at
A and A′. There is therefore a mutual dependence of ne(C′) on ne(A′) and of ne(A′) on
ne(C′) due to the excitation taking place at C′. The final result has to be found by itera-
tion. The iterative procedure described above for finding a self-consistent set of ne(x, t),
np(x, t), nn(x, t), E(x, t) will converge to give the correct density ne(A′).

4.3 Final Step

When ne(x, t), np(x, t), nn(x, t) have been calculated in the first iteration at all the piv-
otal points A′, B′, ... , E′, the electric field E(x, t) at time T + ∆t can be evaluated at the
end of first iteration. These procedures are repeated in an iterative manner to obtain
more accurate approximations for these quantities. In subsequent iteration, the values of
the parameters (i.e. α(x, t), we(x, t), ... ) at a point such as C″ as shown in Fig. 2 are
found by linear interpolation between the values at C″ and C which in general are differ-
ent. The iterative process is repeated until a self-consistent set of results are obtained.
The process can then proceed to the next time value.

4.4 Complete form of Continuity Equations

The complete form of continuity equations can be obtained by including the photoi-
onization term Zp(x, t) and the equations (1-3) can be rewritten as:

FIG. 3. Characteristic curves manipulation near the cathode.
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The solution of the equations (23-25) are directly evaluated at a certain point (x, t)[3, 17]:

The characteristic curve of the electron is represented by equation (19) while for the
positive and the negative ions, they are represented respectively as:

dx + wp dt = 0 (32)

dx – wn dt = 0 (33)

The integral parts of equations (29-32) are evaluated numerically in the simulation
along the characteristic curves of equations (19), (32), and (33).

4.5 Net Particle Species Density Evaluation

If ne(x, t), np(x, t), nn(x, t) are obtained, the net particle species density n(x, t) can be
evaluated as:
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n(x, t) = np(x, t) – nn(x, t) – ne(x, t) (34)

Using equation (34) leads to a large numerical error in n(x, t) and hence in the result-
ing electric field E(x, t) which is a function of n(x, t). As stated by Davies et al.[6], the
stability of the method can be improved by computing the net particle species density
by the following equation: 

(35)

It is therefore preferable in practice to integrate equation (35) to obtain (x, t). The
positive ion density np(x, t) is evaluated by equation (34) and this significant modifica-
tion is applied in this work.

4.6 Merits of the Characteristic Method

The numerical solution of a group of hyperbolic partial differential equations has
been discussed in a great detail by Morrow[18] who has compared the accuracy and sta-
bility of many different algorithms that may be used to solve such equations. He found
that the hybrid method of characteristic is an accurate and stable method. This method
has a second order accuracy and until recently it was considered as the most commonly
used method[10,17]. This method is iterative in nature and could have long execution
time even on a high speed computer.

5. Photoionization Process

Photoionization process is included in the simulation and is represented by Zp(x, t)
term. This process is introduced in this work following Yoshida et al.[3]. Two more con-
tinuity equations are considered; the first one is to represent the metastable atoms or
molecules and the second one is to represent photons. Thus

(36)
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sorption coefficients of the ith excitation level. tiph , ni
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lifetime of the excited atom or molecule and the photon density at r in a real space per
steradian in the direction of velocity (θ, φ) in polar coordinates, C1, C2 are respectively
the light speed and the photon velocity (C1, θ, φ).

Equation (37) assumes a simple model: once the photon is emitted, it moves on a
straight path until it is absorbed. Equation (36) is directly solved at a certain point x,
with the initial condition ni
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(38)

∂
∂

∂
∂

n x t

t x
n x t w x t n x t w x t n x t w x tp p e e n n

( , )
( ( , ) ( , ) – ( , ) ( , ) – ( , ) ( , ))=

∂
∂

δ
τ

∂ θ φ
∂ π τ

µ θ φ
∂ θ φ

∂

n x t

t
x t w x t n x t

n x t

n r t

t

n x t
C n r t xC

n r t

r

m
i

i
e e

m
i

ph
i

ph
i

m
i

ph
i

i
ph
i ph

i

( , )
( , ) ( , ) ( , ) –

( , )

( , , , ) ( , )

  
– ( , , , ) –

( , , , )

=

=
4 1 2

n x t w x t n x t e dtm
i i

t

e e
t t

ph
i( , ) ( , ) ( , ) /  –( – )  = ′∫ ′δ τ

0



Discharge Growth Simulation... 21

In equation (38) the accumulation of the excited atoms or molecules with the lifetime
τi
ph is considered. This accumulation affects the gas photoionization and the pattern of

developed luminosity. Equation (37) is directly solved at a certain point x :

(39)

where Ω(x′) is the solid angle subtended at x by the cross section of the discharge chan-
nel at x′ . | x – x′ | is the absolute value of the difference between x and x′. The solid an-
gle Ω(x′) is evaluated as[2]:

(40)

where rp = 2r is for filamentary discharge case and rp = r is for the uniform discharge
case. In a filamentary discharge, it is assumed that all the ions produced by the photoini-
zation process in the region 0-2r  are drawn into the developing discharge. The number
Zp of gas photoionization per unit volume is:

(41)

where η′ i is the probability that an absorbed photon will lead to ionization. The summa-
tion is taken over all possible excitation levels.

6. Electric Field Computation

6.1 Poisson’s Equation Method

The electric field E can be evaluated from Poisson’s equation of one dimension[5,8].

(42)

where ε is the permittivity (ε = εo εr), εr is the relative permittivity factor and equals one
for all gases, and εo is the permittivity of free space and is equal to 8.85 × 10–12 F/m[19].
This method is only valid if the radius of the discharge is infinite or of a large value and
this is not usually the case in practice[2]. Davies et al.[5] have solved numerically Pois-
son’s equation using a relation procedure and the results are compared with the other
methods.

6.2 Disc Method

The disc method has been stated by Davies et al.[9,10]. In this method a cylinder
length d and radius r (discharge channel) is considered as shown in Fig. 4. The distribu-
tion of the net electric charge ρ(x, t) (ρ(x, t) = e n (x, t)) considered uniform over any
cross section of the cylinder. The field distortion is found at point P on the axis at a dis-
tance x from the cathode. The cylinder is divided into a number of discs perpendicular
to the axis. The field at P due to a disc of thickness dx′ at distance x′ from P is
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(43)

(44)

The axial field distortion at P due to all charges in the cylinder is

(45)

Since ρ(x + x′) is known at all points x, the integral part of the field distortion could
be evaluated by a numerical technique either by Simpson or trapzoidal method. In the
actual experiment the ends of the cylinder are bound by metal electrodes and thus an in-
finite series of image charges could be induced in the plates. The effect of these images
charges on the field distortion are taken into account by extending the range of integra-
tion in equation (45). In general, sufficient accuracy is obtained by considering the im-
ages within a distance d on each side of the electrode. The net field intensity on the axis
of the discharge is due to two actions, the first is due to an applied field Eo and the sec-
ond is due to the existing charges in the gap with their images on each side of the elec-
trodes.

(46)

where Lo is taken to include the effect of charge images over the range of d on each side
of the electrodes. Eo is the uniform field and is equal to gap voltage over d(Vg/d). The
integral part of equation (46) is more accurate whatever is the value of r, compared to
Poisson’s equation method.

6.3 Basic Theory of Charge Image

The evaluation of the charge image should satisfy the main constraint of both elec-
trodes[11,19] (i.e. the induced voltage at both electrodes equals zero due to any point
charge and its images).
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The point of charge Qo at a distance d-y from the cathode is shown in Fig. (5). Since
the is a scalar quantity, the induced voltage at both electrodes due to charge Qo are:

(47)

(48)

where Vd , Vc are respectively the induced voltage at the anode and the cathode. The
charge Qo has an image charge inside the cathode represented by Q1 at a distance d-y
from the cathode and inside the anode Q2 at a distance y from the anode. There are two
main conditions to evaluate the charge image. The first one is that the evaluation of any
charge images (e.g. Q1, Q2) is not affected by the other charges in the gap (e.g. Qo′) or
by their images inside the electrodes (the mutual effect is ignored). The second condi-
tion is that the induced voltage at both electrodes due to any charge and its images (e.g.
Q0, Q1, Q2) equals zero (the voltage is constant at electrodes).

6.4 Charge Image Evaluation

The induced voltages due to the charge Qo and its images Q1, Q2 as shown in Fig. 5
are represented mathematically as follows:

(49)

(50)

Equation (49) reduces to:
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(51)

Equation (50) reduces to:

(52)

Substitute equation (52) in equation (51):

(53)

Substitute equation (53) in equation (52) to find Q1.

7.1 Total Current and Characteristic Method Accuracy

The total gap current is evaluated as follows[2]:

(54)

The accuracy of the numerical solution of the continuity equations (characteristic
method) is checked as follows[4]:

(55)

where Je(0, t′), Je(d, t′) are respectively the current densities at the cathode and the
anode (Je(x, t) = e ne(x, t) we(x, t)). As the numerical solution proceeds, the left hand
side of the equation (55) differs from zero and when divided by the net charge density
ρ(x, t), it yields a measure of the relative error which should not exceed the order of a
few percent.

8. Finite Difference Methods (FIDM)

Taylor series expansion about a given nodal point x = xi is employed to derive the fi-
nite difference methods. The following three methods are available in the simulation to
evaluate the derivatives equations:
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1 – Backward difference method (BDM).
2 – Forward difference method (FDM), whose accuracy is similar to BDM.
3 – Central difference method (CDM), whose accuracy is better than both BDM and

FDM.

8.1 Evaluation of the Net Particle Species Density

The net particle density is evaluated by finite difference method using equation (35):

(56)

where N = np(x, t) wp(x, t) – ne(x, t) we(x, t) – nn(x, t) wn(x, t). The three finite difference
methods are applied on Equation (56) as follow:

(57)

(58)

(59)

where i, j are spacing and time counters as shown in Fig. 6.

FIG. 6. Derivation of finite difference methods.

8.2 Evaluation of Velocity Partial Derivatives

The derivatives xxxxxxxxxxxxxxxxxxxxxxxxxxxx of the velocities may be obtained

numerically by using BDM, or FDM, or CDM. This lead to a big error especially near
maxima E point[5]. The technique has been improved by Davies[6]. As the drift veloci-
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ties (we(x, t), wp(x, t), wn(x, t)) where known as functions E, the velocities derivatives

had to be deduced analytically as a function of E and xxxx
[6]

. 

The electric field derivative xx x is given as follows:

(60)

The minus sign appears because the cathode is taken to be x = 0 and the anode at x =
d, whereas conventionally the positive direction of E is from anode to cathode.

The evaluation of net particle density n(x, t) from equation (35), and velocities deriv-
ative give a significant modification to the discharge growth modeling. These two modi-
fications enable the growth of a discharge to be traced approximately from 100 to 1000
times further in terms of the final current attained[6].

9. Numerical Integration Techniques

In this simulation two methods are used to evaluate the integrals numerically. The
first one is known as trapzoidal method and the second is known as Simpson method.

9.1 Evaluation of Boundary Equation Integration

The boundary equation for electrons at the cathode has an integral term due to the de-
layed photon equation (12) and is rewritten as:

(61)

(62)

(63)

(64)

Assume the integration of equation (61) is evaluated up to t = T. To evaluate the inte-
gration at t = T + ∆t as shown in Fig. 7, the following equation is used.

(65)

Thus the required integration at t = T + ∆t is:
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(66)

In the computer program only the values of xxxxxx  xxxx and f2(x ,t) are saved to
evaluate the integral part at time T + ∆t.

9.2 Evaluation to Photoionization Process Integration

The integration in equation (39) is evaluated in the simulation by Simpson method,
where:

(67)

The values ni
m are known numerically at all points while the evaluation of ni

m (x′, t –

xxxx   xx may be done by linear interpolation between ni
m  (x, t – ∆t) and ni

m (x, t).

10. Simulation Modeling

10.1 Simulation Methods

I – The electric field is evaluated using a disc method by solving equation (46) or
one dimensional Poisson’s equation method by solving equation (42). The partial deriv-

ative xxxx of the electric field is evaluated by using the direct formula of equation (60),

or by using any finite difference method, i.e. FDM using Eq. (57) or BDM using equa-
tion (58) or CDM using equation (59). The integration methods of the simulation inte-
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grals in equations (4), (46) and (60) may be solved by using Simpson or trapzoidal
method.

II – The secondary electron at the cathode due to the cathode particle bombardment is
included by using a combination of the right hand side terms of equation (16). This com-
bination should include at least one term other than the u.v. light term (u.v. light effect
may be considered or ignored due to the weakness of this factor as the time increases).
The photoionization process may be ignored or included. The densities of metastable at-
oms or molecules and photons are calculated using equations (38) and (39) respectively.

III – The electron density at T + ∆t by a characteristic method using equation (29) is
evaluated. The positive and negative ion densities using equations (30) and (31) respec-
tively are included in the simulation. The net particle species density is evaluated using fi-
nite difference method. Thereafter, the positive ion density is recalculated using equation
(34). This process is done continuously to predict the required densities values. During
this computations the computer program checks the maximum electron density value
ne∫ maximum, if ne maximum > 1 × 108 cm–3 then the electric field is computed by solving
equation (46) or (42). The resultant values at all spacing points are taken in a certain time
step of 10 ns. At a later stage of the discharge near breakdown, the time step in the com-
puter program changes to 1 ns to observe the discharge clearly near the breakdown.

10.2 Simulation Conditions

Parallel-plane electrode gap is used with N2 gas at pressure P = 91 Torr. The dis-
charge parameter such as Townsend first ionization coefficient and drift velocities of
different particle species are function of Eo/P = 62 V/cm. Torr. The gap spacing be-
tween the two electrodes is d = 3 cm. During simulation the anode voltage is constant
and equal to the applied voltage V = 16926 V and the cathode voltage is constant and
equal to zero. The required functions and parameters for this simulation are mentioned
in Appendix  A1.

11. Results and Discussion

11.1 Secondary Process at the Cathode

Figure 8 shows the electron density at the cathode versus time when the delayed and
undelayed photon impact at the cathode are considered. Curves 1 and 2 exhibit the un-
delayed photon impact process with the implementation of equation (8)[10] and 11[1]

with xxxxxxxxxxxxxxIf the photons have a delay time τph due to the lifetime of the ex-

cited state, curve 3 shows the effect of the delayed photon cathode impact process. This
can be evaluated by equation (12)[14]. As the delayed and undelayed photon cathode im-
pact processes are evaluated with implementation of equation (7) and (12)[14] curve 4
shows higher value of electron density up to 88 nSec than that of curve 2 and the photo-
ionization coefficient γph and γ ′ph are 8.2 × 10–5.

The effect of positive ion bombardment on the electron density can be clearly seen in
Fig. 9 curve 1. This process is evaluated by using equation (13) with γi = 10–5[14].

δ
α

e = ×3 1 10 4. .–
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FIG. 8.  Electron density at the cathode versus time.
Curve (1) undelayed photon cathode impact process equation (11).
Curve (2) undelayed photon cathode impact process equation (8).
Curve (3) delayed photon cathode impact process equation (12).
Curve (4) delayed and undelayed photon cathode impact process equation (7) and equation (12).

FIG. 9.  Electron density at the cathode versus time.
Curve (1) positive ion cathode impact process equation (13).
Curve (2) u.v. light process equation (15a).
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The theoretical discharge investigation require applications of u.v. light on the cath-
ode to generate the initial electron pulse which allows the study of the discharge growth
clearly. This process is evaluated in the simulation by implementing equation (15a)[8,14].
Figure 9 curve 2 shows the effect of u.v. light on the electron density at the cathode.
The secondary electron at the cathode due to an undelayed photon cathode impact pro-
cess with u.v. light effect are considered in the simulation using equation (16).

11.2 Particle Species Density
Electron density distributions are shown in Fig. 10. The electron density at t = 0 has a

gaussian distribution which is distorted as the time increases. At t ≥ 30 ns, the second
avalanche maxima near the cathode due to secondary process at the cathode are noticed.
The positive ion density is shown in Fig. 11a,b. The electrons and the positive ions ac-
quire energy due to their presence in electric field, which enables the electron avalanche
to move towards the anode, and the positive ions to move towards the cathode. Since
the primary and secondary electrons are amplified at the same rate, the electron ava-
lanche maxima start to increase so that the secondary electrons approaching the first av-
alanche find themselves in an enhanced field. The electrons in the second generation
have nearly a constant density in the space near the cathode, maintaining the step shown
in the electron and the positive ion density curves. The resulting increase in the ioniza-
tion rate causes the step to move toward the cathode at t ≥ 100 ns. The first maxima of
the avalanche reach the anode at t ≅ 90 ns. Since the distribution of the electron density
controls is the growth of the positive ion density, similarity is noticed between their
curves throughout the gap. At t ≥ 105 ns, the second avalanche  maxima disappear due
to presenting the secondary electrons in an enhanced field.

11.2.1 Net Particle Species Density Evaluation
The net particle species density is evaluated by solving equation (35) with the imple-

mentation of the finite difference methods. Figure 12 shows the net particle species den-
sity versus position with the three finite difference method CDM, FDM and BDM. The
central difference method (CDM) values exhibit high accuracy near the cathode at a
higher time due to the second order accuracy of this method.

11.3 Electric Field Evaluation

The partial xxxx of the electric field is evaluated in the program either by direct for-

mula using equation (60) or by any of the finite difference methods. The integration in
the direct formula is solved by Simpson or trapzoidal methods which have similar re-
sults throughout the gap.

With the implementation of the finite difference methods using Poisson’s equation an
oscillation is clearly seen throughout the gap due to poor accuracy of this method.
Whereas the disc method shows similar value of the electric field partial derivative to
that evaluated by Simpson and trapzoidal methods. As the time is increased to t = 129
ns the accuracy is reduced near the cathode due to the instability of the numerical tech-
niques. Figure 13 shows the electric field partial derivative using direct formula imple-
menting Simpson method.
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FIG. 10. Numerical computation of electron density versus position. Time in nanoseconds (ns).
(a) 0.0 ns – 90.0 ns.
(b) 100.0 ns – 129 ns.
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FIG. 11. Numerical computation of positive ion density versus position. Time in nanosec-
onds (ns).
(a) 0.0 ns – 90.0 ns.
(b) 100.0 ns – 129 ns.
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FIG. 12. Net particle species density versus position. Time in nano-
seconds.
(a) evaluated by the central difference method (CDM).
(b) evaluated by the forward difference method (FDM).
(c) evaluated by the backward difference method (BDM).
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FIG. 13. Electric field derivative versus position. Time in nanoseconds.
(a) 90.0 ns – 126.0 ns.
(b) 129 ns.
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In this respect, the electric field is evaluated by using two methods. First by solving
one dimensional Poisson’s equation as shown in Fig. 14. Second by implementing the
disc method as shown in Fig. 15. At t = 90 ns significant difference was noticed at dif-
ferent spacing values. At a later time t = 110 ns the electric field shows higher value
with Poisson’s equation than that with the disc method due to an increase in the particle
species density. The Poisson’s equation has poor accuracy in comparison with the disc
method and can not follow the quick change of particle species density. The error  of
Poisson’s equation increases with the time as noticed in Table 1.

FIG. 14. Electric field distribution versus position using one dimen-
sion Poisson’s equation. Time in nanoseconds.
(a) 60.0 ns – 90.0 ns.
(b) 110.0 ns – 129.0 ns.
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FIG. 15. Electric field distribution  versus position using disc
method. Time in nanoseconds.
(a) 70.0 ns – 90.0 ns.
(b) 100.0 ns – 120.0 ns.
(c) 123.0 ns – 129.0 ns.
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With the disc method the electric field starts deviation from a uniform field of the
value Eo at t ≥ 70 ns as shown in Fig. 15. At this time a weakly ionised plasma develops
and extends with x ≅  1.5 cm and x ≅  2.4 cm with maximum amplitudes of ne(x = 2.34
cm) ≅  6.6 × 108 cm–3 np(x = 2.22 cm) ≅  6.3 × 108 cm–3 spreading and growing as the
time increases. At t = 129 ns, the plasma region is extended through all the gap with
maximum amplitudes ne(x = 0.28) ≅  np(x = 0.28) ≅ 1012 cm–3.

11.4 Total Current

Figure 16 shows the evaluated current growth in the gap as a function of time. The
second phase starts at t = 100 ns. The breakdown occurs at the time tb , 130 ns ≥ tb >
129 ns.

        TABLE 1. A comparison of the electric field obtained by the two methods.

Time Disc method Poisson’s equation
%

difference

t = 90 ns E(x = 0) ≅  5650 v/cm E(x = 0) ≅  6500 v/cm 15
E(x = 1.175)  ≅   5830 v/cm E(x = 1.75) ≅ 6200 v/cm 6.3
E(x = 3 cm)   ≅   5920  v/cm E(x = 3 cm) ≅ 4300 v/cm 27.4

t = 110 ns E(x = 0) 5750 ≅ v/cm E(x = 0) ≅ 16000 v/cm 178.3
E(x = 1.75) ≅  6600 v/cm E(x = 1.75) ≅ 1200 v/cm 81.1
E(x = 3 cm) ≅ 4550 v/cm E(x = 3 cm) ≅ – 10000 v/cm 319.8

FIG. 16. The growth of the total gap current.



A.H. Mufti38

12. Conclusion

The discharge growth in a uniform gap using N2 gas is investigated by solving nu-
merically the continuity equation of different particle species taking into consideration
the field distortion due to the space charge effect. The characteristic method shows high
accuracy in solving the continuity equation. The electric field evaluation by disc method
presents higher accuracy than that of one dimensional Poisson’s equation. The electric

field partial derivative xxxx using direct formula with Simpson method is used to evalu-

ate the program accuracy. The secondary processes at the cathode tube to u.v. light, pos-
itive ion and delayed and/or undelayed photon cathode bombardment are used in the
general equation. Further investigation may be carried out to study discharge growth in
other dielectric gases in the gap between the electrodes.
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Appendix A1

Nitrogen Simulation Data

A.1.1Functions

A1.2 Parameters

The required data are expressed as follows:

1 – The initial number of the electron = 400 electrons, exists between electrodes in a gaussian form[3,5,6,10].
The time constant of u.v. light is to = ns[6,14]. 

2 – The effective value of the cathode photo emission coefficient is zzzzz3.1 × 10–4[5].

3 – The radius of the discharge is r = 0.15 cm[6], r = 2.5 cm[4].
4 – The life time of the excited atom or molecule is τph = 14.3 ns[3].
5 – The absorption coefficient of photon µ is assumed to be equal to 10[4]. The probability that an ab-

sorbed photon will lead to ionization η′ is assumed to be equal to 0.01[4]. The excitation coefficient of the lev-
el δ is assumed to be equal to 0.1.

6 – The probability of electron emission by the photon cathode impact γph equals to 8.2 × 10–5[14] .
7 – The time step of the simulation ∆t in this work is assumed as:

where weo is the electron velocity at E = Eo , (ne , np) |maximum is the maximum value from ne and np. As the
time step ∆t is small, the accuracy will be higher, but the program will take more running time.
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