)

—
—

Al A ALY Cils yal) @) il Jladl i g8 aladiin)
A0S A8y B Janll Be) sall 8

A\

A ISP IIT L7722

aial) deaa o il

astal) b jiialall da 3 il adha diag
(o saabal) e gleall aLa3)

e.‘u\ eb.ﬁa\ SAA JJ".\SAS\



saliical

s L) Jsaasl (S Al Adall o U Ul THaas i 6 daia Jidh ¢ panll 128 4
o e A S LE) i clly Qs pasall At (e (Je V) e Gl
Jalail) 138 acaws el e 50 Wasay o Llaall A g il Jlee VI il s
acd s ceDlandl A8 Hlia ey (il Cland Gt sl Ll Jalas 8 4550 @S 4
(uadl J85 pSleinall cilaliia) 4] ) geand) Alain) a5 ¢ ) AN pina Cililee

Bac (pa iy 5 iy aladiinly A8 il il el Jilaty (alall sl sl g sl ey
JSay 8 by de gene pddiug (ol st jUal dga g B Gali Gy le JS5 08
G gad) 8 (s @llia Al S il Cua e ddliaall Qs (§ 5k (g aeadl A (e Jual
(A satl) Ol g bl JUill Jass o) Cpme Lol ool Gl Siysi g G )
) lilud) sl Lﬁ\) MS.UAY\} MJJ}Y\ Al cls il slas e Al e Y &ex CilS
A (e ALl Afind) ol i) as o A g 5l 028 (e Cingdl (IS (L sl sl 4 salady) A5
Aladia) el 8 4580 @ISl aeal ((STRA) i g il Jilas e a6 oo ) 1 38
oaill Caal elids S ) 3l STRA Ja) ashd a3 L agd by Glah Lad ) sgenll
by Jadlly (sentiment analysis) _ebiall Jdsis (text classification)
(statistical analysis)

Saall Liayy st dladily Gl e seand) dlaind aaad e 1538 JUaY) 13 0 sSon
ARl oy S AS 58 Al Al 0 DA (e i) Yl daia e a3l 23 el iy
(o padll g il 8 Aanll B sadl) o) Y Ay ol

YooV e e callis i Salaiy) s du el oially Aabine cilily de gana o 2l 4 il ol ja)
Al JISEY) (many 5 4 e Clagd (e 05SE Ay pall UL Ao sana Us Lgdiaal o By i
O Aall ARD) Gy ol Gpeaty saail 134 e caliall Aala @llia S (el 25pa)
A sl e Aol Gjdul Al Asdlaall L (e Adlide de gandd O jlEe dilas SO
el F1 odiie CNB Ciias (3ia dy )l UL e sandd Cipiaill adsai 0 AS
¢ Al Capiaill elol e S IS5 3 3 (text cleaning and normalization) o} s laix
text cleaning ) pladiul o5 Ledic L_“Jx:\ F1 obie jeliall cayial T gad il L_U@_ia\ O A
.and (normalization with ISRI stemmer

NN Coiiad) s oy jalady) bl de gene Cliieal adgad 0 DS (B s AT 4ali (a
S13Y) a8 s 13l sy Lo 18 5 clansd 3 phm i) de gana cale JS&  Jef FI ol
de gann o adiay Caiiadl elal o san I 3a] S Caiatll sl gad 8 13a dlle
&5 Adiaall cilill) de gane A ) aliind | Gail) Ciioal e g al) e ading s clilyl)
e g Ailaa ) OLIATN e daall o) s
msﬁumjub}mw&@m)m}zd)sw?@\jugw\.ﬂ\)musm ‘ébl\‘;
e sf & Gukill Jl8 STRA Y i ( iy cilaadll 5 cilatiial) e i Y
s Gy e Q8 Ll HUalS e



Using Twitter to Analyze Initiatives of a Startup
Company: The Case of Empowering Women in
CAREEM.

By
Bashayer Ali Mohammad Al-otaibi

Supervised by

Dr. Muhammad Ahtisham Aslam



Abstract

Public opinions are significant to almost any organization, companies, and
governments, in which such entities are aware of the significance of utilizing the
unstructured data in the social networks, and it has become a growing research area lately.
Twitter, as a microblogging platform, represents a significant source of public opinions
that is easily accessible. In the business domain, the previous research efforts in analyzing
startups activities through Twitter analysis are generally limited, especially for the Arabic
language. In the Twitter analysis filed, there is a lack of a twitter-based analytics framework
that combines different analysis methods to utilize the Twitter dataset better.

This thesis study aims to fill the literature research gaps by proposing a Twitter
analytics-based framework called Startup Initiatives Response Analysis (SIRA). SIRA
assesses the performance of an initiative taken by startup using text classification,
sentiment analysis, and statistical analysis techniques. The proposed framework is
validated empirically through a case study of Arabic startup (i.e., Careem), regarding the
initiative of empowering women to work in the Careem. The study experiment was carried
out based on using supervised machine learning (SML) in building the subject and
sentiment classification models. As well, the classification models are evaluated through a
comparative analysis in terms of examining a variety of machine learning (ML) classifiers,
and various levels of preprocessing techniques to improve the performance of Arabic text
mining.

The study experiment yielded the following results: for both two Arabic
classification models, Complement Naive Bayes (CNB) achieved a higher F1 measure with
applying text cleaning and normalization as text preprocessing techniques. While the
Neural Network (NN) classifier achieved the highest F1 measure for the binary
classification model of the English dataset, and the Random Forest (RF) classifier
outperformed other classifiers for the sentiment classification model of the English dataset.

In contrast, based on the classified dataset, several statistical analyses were
conducted and presented (e.g., Tweets Reply frequency, the temporal distribution of
Tweets). The experiment results analysis confirms the effectiveness of such a framework
in delivering valuable insights regarding the public responsiveness, based on a
comprehensive qualitative and quantitative analysis of the Twitter dataset.

The proposed framework (SIRA), is applicable as a Twitter-based analytics
framework in any domain and for any purpose. One of the future work recommendations
is validating the proposed framework with other experiments of different datasets.



