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ABSTRACT

Human resources management needs to understand the factors affecting their
employees’ behavior and performance to help organizations make the best decisions
and utilise the benefit of their employees’ capabilities. There is a difference in the
factors affecting the performance of employees depending on the regulatory
environment, whether in the educational or business sectors. Data mining technology
is an effective decision support tool that contributes to the analysis and evaluation of
employee performance. This thesis aims to improve the performance of faculty
members through identification of the factors affecting their performance and
prediction of suitable decisions for new faculty members to maximize staff
performance and thus achieve higher learning quality. A model based on data mining
is developed for the universities sector, which contributes to understanding the factors
affecting the performance of faculty members. A K-mean algorithm is applied to
faculty data based on specific features of faculty members, to divide them into groups
with similar characteristics. Each cluster is analyzed and a decision is recommended.
The next step of the model is predicting the decision needed for newcomers
depending on the decisions specified on the clustering step. Four classification
algorithms (Random Forest, Naive Bayes, K-Nearest Neighbors, Decision Tree) are
applied to the data and compared to identify the best resulted performance. The results
showed that the random forest algorithm provides better prediction results than other
algorithms with an accuracy of 97.86%.



